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Abstract Objective: With the continuous development of artificial intelligence in the medical field, the deep learning

algorithm represented by convolutional neural network has made great achievements in medical auxiliary diagnosis

technology. The detection algorithm of angiogenesis in lung cancer often faces problems such as low detection sensitivity,

low classification accuracy and large number of false positives. Therefore, this paper proposed a lung cancer blood vessel

detection algorithm based on deep convolutional neural network (CNN).

Methods: There were mainly four stages in this algorithm. The first step was to simplify the conventional full volume

integral segmentation network according to the detection characteristics, specifically . The second step was that the

improved weighted loss function was used to reduce the loss rate of image recognition, and the deep supervised learning

algorithm was used to deeply supervise the CNN layer, so as to improve the sensitivity of lung cancer blood vessel detection;

in the third step, we improved the image information based on two-dimensional scale to three-dimensional scale, so that the

algorithm could more accurately extract the vascular features of lung cancer. Finally, the fusion classification model

obtained by long-term and short-term training was applied to the classification of candidate vessels, achieving the goal of

reducing the false positive rate.

Results: Through the experiments, our algorithm model shows better performance compared with other model algorithms.

In the periods of detection and classification, the sensitivity of this algorithm was as high as 0.841 compared with the

conventional full convolutional segmentation network. Conclusion: The detection algorithm based on 3D convolutional

neural network proposed in this paper reduces the occurrence of positive results and improves the accuracy of image

reading in the detection of angiogenesis in lung cancer.

Keywords:Detection of angiogenesis in lung cancer; Deep convolutional neural network; Deep

supervision; Fused classification model; Multiscale
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Introduction

At present, the staging diagnosis of a large number of lung

diseases, such as pulmonary hypertension, vascular lesions,

lung tumors, often focuses on the changes of pulmonary

blood vessels. In order to detect and treat lung disease early,

computer-aided diagnosis (CAD) technology is usually

used in early diagnosis to quickly and accurately segment

the pulmonary blood vessels and find the lesion location,

so a large number of artificial intelligence algorithms have

attracted extensive attention of researchers. Lung cancer in

early stage is mostly asymptomatic, and almost two third of

lung cancer patients are in advanced stage at the time of

treatment, while angiogenesis of lung cancer plays an

important role in early screening of lung cancer. Generally,

tumor blood vessels provide sufficient nutrients to the

tumor to promote tumor growth, and the tumor blood

vessels continuously transport tumor cells to other parts of

the host, resulting in malignant growth and metastasis of

the tumor. There is evidence that there are no blood vessels

in the early stage of lung cancer formation when the tumor

growth rate is very slow and can be in a "dormant" state for

a long time; after the angiogenesis of lung cancer, the

tumor grows logarithmically and continues to spread and

metastasize [1]. It is difficult to identify the asymptomatic

manifestations of lung cancer in early stage, which usually

causes patients to lose the best time for treatment. In order

to reduce the occurrence of this situation, it is necessary to

screen the angiogenesis of lung cancer early. As the most

valuable noninvasive method at present, CT examination is

also the most widely used auxiliary technology in lung

cancer screening, but it usually relies on clinical experience

and is easily affected by subjective judgment, and the large

amount of manual smear-reading often leads to missed

diagnosis and misdiagnosis. With the rapid development of

deep learning, convolutional neural network (CNN) is also

gradually applied to the detection of lung cancer vessels in

CT images. Compared with the past computer vision

algorithms, deep learning can automatically and quickly

extract the complex high-level abstract features of data,

and the final output features can be used for direct

recognition, classification and detection of data. The

process shows a high degree of automation and accuracy,

which has great advantages in improving detection

sensitivity and reducing the number of false positives.

At first, a large number of two-dimensional convolutional

neural networks (2D CNN) have emerged in the field of

lung cancer detection. Setio and other people[2] have

developed a 2D CNN based on multi view, which can fully

extract information in different directions on the plane and

then adopts a new fusion method, successfully reducing the

false-positive rate of lung disease detection. Zhao and

others[3] have proposed a new mode framework and

combined with single view two-dimensional neural

network to reduce false positives in lung nodule detection.

The training scheme of the network based on classification

has successfully expanded the learning ability of

representative detection targets. However, 2D CNN has

limitations in detecting blood vessels in lung cancer. It

usually ignores the spatial and distribution characteristics

of blood vessels, so the accuracy cannot be better improved.

The 3D convolutional neural network (3D CNN) is more
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sufficient when combining the spatial information of the

image, and can completely extract the 3D features of lung

cancer blood vessels. Peng and others[4] have designed a

fast convolutional neural network based on the fusion of

three-dimensional dual path and encoder decoder structure,

which has achieved full automation for the diagnosis of

lung CT cancer. The system also added gradient boosting

machine (GBM) to make the classification of detection

targets more accurate. In the 3D convolutional neural

network designed by Lyu and others[5], the input size of the

network is more refined, which greatly improves the

classifiable accuracy, and verifies that the 3D convolutional

neural network can effectively reduce the number of false

positives by making full use of the performance advantages

in 3D spatial information of the detection targets.

In order to further improve the detection accuracy, a 3D

CNN pulmonary vascular detection network (MS-CSANet)

based on multi-scale attention mechanism was proposed in

this paper. This method added a three-dimensional

multi-scale feature extraction module to the design, which

could fully extract the complex features from different

scales and the multiple information of blood vessels in the

spatial dimension, which could more accurately identify

blood vessels. Through the fusion of various attention

modules, the relevant information between each feature

was mined from multiple angles, such as space, channel,

region, etc., to strengthen the corresponding features. The

output features were fused in a Gaussian pyramid

mechanism containing shallow location region information

and deep semantic information, so as to achieve accurate

positioning of the targets.

1. Materials and methods

1.1 The improved candidate cancer angiogenesis

detection based on ResNet

Segmentation of blood vessels is one of the important steps

of lung cancer detection system, which is mainly used to

limit the CT images to select blood vessels sensitively and

ensure the accuracy in the process of detecting blood

vessels. At this stage, the blood vessels were segmented

and extracted after the improvement of MS-SCANet

network. Firstly, the segmented two-dimensional image of

lung parenchyma was input and during the segmentation

process, the deep supervised learning mode was introduced

and the dice loss was also improve to continuously

synthesize the results of the two layers, and finally the

target result of segmentation was obtained. According to

the characteristics of LUNA16 [6] dataset, this paper made

the following three improvements to the traditional ResNet

network:

(1) Simplification of network structure (Figure 1). The

network first cut the preprocessed CT image randomly into

96 × 96×96 cubes [7] inputting from the starting segment,

and enter each stage in turn to extract the corresponding

features of the data, and then down sample was conducted

along the following stages, and outputted according to

stages 1-5 in Figure 1. We added the multi-scale feature

module to the last three stages to make the algorithm better

adapt the detection targets at different scales. After the

continuous fusion of the output results, the corresponding

fusion features were sent to the classification module, so as

to segment the targets after the positioning of the bounding

box. Then we predicted the feature maps extracted in these

stages.
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Figure 1 Overall block diagram of MS-CSANet

(2) Addition of attention modules (Figure 2). The

algorithm in this paper was added an attention module to

the 3D ResNet network in the stage of deep supervision,

which made the algorithm pay more attention to the

features of lung cancer blood vessels in CT images when

detecting, and could identify targets more accurately. The

feature maps generated by the multi-scale feature module

after being fused were input to the attention module from

the fourth stage. Stage4 in Figure 2 showed the semantic

segmentation Neural Network used in this paper. The

simplified UNET + + was selected as the network structure.

This model was a U-shaped structure with coding. The

central idea was to reuse the features, which could

maximize use the extracted data[8]. Firstly, the image

features extracted through downsampling entered into the

upsampling stage, and this process could superimpose all

the previous feature maps with the same resolution. In M1,

M2 and M3, the feature maps entered into 1 × 1

convolution after being encoded and decoded differently by

the U-shaped topological network structures, and finally

two segmentation results appeared. The convolutional

block designed in this algorithm could be divided into three

stacked 3 × 3 convolution layers. N represented the number

of convolutional kernels currently used. The number of

convolutional kernels used was 2, 64, 128, and 256 along

the arrow direction of downsampling (Figure 1 Stage4). At

the same time, due to the need to adopt batch standardized

operation, we chose ReLU as the activation function to

accelerate training and prevent model overfitting to

enhance the nonlinear characteristics in the neural network.

Figure 2 Structure of the revolution blocks in Stage4

(3) The loss function based on Dice coefficient[9] was

improved. The optimized ResNet network mentioned

earlier in this paper extracted and integrated the features to

the greatest extent, and achieved a more accurate

distinction between vascular and non vascular. We

designed the loss function into two parts: one was the loss

Lcls in the classification process, and the other was the loss

Lreg in the process of prediction. In order to achieve the

purpose of detection task, let the model get more candidate

blood vessels that were difficult to identify, and ensure the

sufficient sensitivity, the calculation formula of

classification loss function adopted in this paper is as

follows:

(1)���� �, �� =− �/�
�=�

�
� �����

��+���
�

Among them, X ��and represented the predicted values

marked really and pixel level; N represented the size of

batch, and T represented the t-th image.

The loss function used in the prediction phase of this paper

was as follows. Generally, the loss function of the Dice

coefficient had excellent accuracy in training, but when

using the dice loss function, the model would have such a

situation: Some imperceptible real blood vessels were

"abandoned" in order to pursue a high level of dice. We

reduced the weight of the predictive values to ensure the
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high accuracy of the model in segmentation, and provided

some candidate vessels for selection to the next

classification at an appropriate time.

(2)�������� � =− �/�
�=�

�
�/� �����

��+���∙�.�
�

1.2 Fusion classification model of multi-scale 3D

convolution

In the stage of removing the number of false positives in

the lung cancer vascular detection system, we used the

multi-scale 3D as the input module to train the

classification network models under different scales, and

the final classification result was based on the fused

classification scores. Four scales of different sizes

constituted a multi-scale feature module, which consisted

of three convolution layers (convolution kernel 1 × 1 × 1, 2

× 2 × 2 and 6 × 6× 6) and an average pooling layer. In

addition to the average pooling layer of the fourth layer, the

remaining three scales first underwent a small convolution

after the input of the image of pulmonary vascular CT (the

convolution kernel was 1 × 1× 1) to reduce the dimension

of the number of channels to prevent too much calculation

caused by too much data in each layer. The first layer used

a small convolution of 1 × 1 × 1 to detect tiny and

indistinguishable blood vessels, and the second layer used

a convolution of 2 × 2 × 2 to detect moderate vessels, and

the third layer used a convolution of 6 × 6× 6 to detect

thicker arterial vessels. The average pooling layer of the

fourth layer could arrange the input features in a matrix,

thus reducing the thickness of the feature maps. After the

execution of the steps, the different information obtained

from each scale was fused to the largest extent, and a new

feature map was obtained after processed by the

normalization and activation function, as shown in Figure

3.

Figure 3Multiscale feature module structure

After the multi-scale classification network, our candidate

vessels showed two classification results at two scales. The

classification results of a candidate vessel Mi used as

prediction obtained after the processing of the two network

models were recorded respectively as R1 (X� =k | MI; θ 1)

and R2 (X� = k | MI; θ 2), which were interpreted as the

probability that the predicted value X� of Ti under the two

models was equal to K, and K was taken the value as 0

(non vascular) and 1 (vascular). In this paper, the outputs of

softmax of the two network models were fused in order to

fully integrate the multi-layer context information that

different models focused on. The calculation formula of

fusion operation is as follows:

(3)������ �� = � | �� =
�∈{ �，�}

�
���� �� = � | ��，���

Among them , the left side of the equal sign indicated

the probability of the final classification as a real vessel

after the fusion. The weight wj corresponding to each

classification result was obtained by grid search method

(w1 = 0.7, w2 = 0.3).
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2. Experimental results and analysis

According to the official evaluation standard of LUNA16,

this paper used FROC analysis to evaluate the detection

performance of pulmonary vessels of the model. The

average number of false positives per scan was considered

as the recall rate (sensitivity) in FROC [10]. The higher the

sensitivity, the better the model performance, and the lower

the false negative in the detection. The calculation formula

is as follows:

(4) Sensitivity = tp/ (TP + FN)

Where TP indicated true positive and FN indicated

false negative.

In addition, this algorithm introduced the classical model

evaluation matrix--confusion matrix [11]. The classification

results in machine learning were analyzed and summarized

by this matrix, which reflected the classification and model

prediction results in the actual data set, as shown in Table

1.

Table 1 The confusion matrix

Confusion matrix Forecast results

Positive Negative

Physical

results

Positive True positive False

positive

Negative False

negative

True

negative

Among them, the columns of the matrix represented the

actual situation, and the rows of the matrix represented

the predicted situation.

Although the FROC curve could directly observe the

performance of the model, it lacked comparison with other

models. For this reason, this algorithm introduced CPM[12]

index to compare the performance difference between this

model and other models. The CPM score was an indicator

that integrated the recall rate and the number of tolerable

false positives. The better the performance of the model,

the higher the CPM score [13]. The calculation formula is as

follows:

(5)��� = �/� �∈{ �.���,�.��,�.�,�,�,�,�}
� �������������� = �����

Where, the value of N was 7; ��� represented the

average number of false positives in a single scan and

�������������� = ���� represented the sensitivity

corresponding to i=���

We drew the FROC curve of the algorithm in this paper, as

shown in Figure 4. The CPM value of this method was

0.841, which reflected the effectiveness of the added

multi-scale feature block and attention module.

Figure 4 FROC curve of MS-CSANet

Comparative experiments of several groups showed the

performance optimization of the improved network

presentation proposed in this paper. In order to confirm that

the integration algorithm based on deep supervision had
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obvious effects, firstly, the improved model in this paper

was compared by self comparison experiment, and the

results were shown in Figure 5. We compared the

sensitivity of read M2 only, read M3 only, ResNet without

deep supervision, ResNet with deep supervision and the

improved algorithm training model in this paper. It was

found that the sensitivity of this paper was the highest,

which increased to 96.3%.

Figure 5 Comparison of different processing results with same

network structure

We selected some recent mainstream algorithms to

compare with the algorithm in this paper, as shown in Table

2. It can be seen from the table that the algorithm in this

paper performed well on LUNA16 data set. When the false

positive rate was 0.25 and 1, the sensitivity of this

algorithm was 0.766 and 0.873, respectively, which was the

highest among all algorithms. And the CPM score of this

algorithm was higher than that of the 3D CNN system

proposed by Dou et al. [14], which shows that the

improvement of this system has made good achievements.

Table 2 Performance comparison with main stream algorithms on

luna16 data set

The actual effects of algorithm detection are shown in
Figure 6. Only part of the samples are shown in the figure,
in which the detected pulmonary blood vessels have been
marked in red, and the blood vessel points are in the box.
The left side shows the original CT image in the test set
and the middle is the predicted pulmonary vascular mask
file, and the far right is the combination effect of the
segmented pulmonary vascular mask file and the original
CT image. The P value on the right side of the image
represents the probability of being predicted as pulmonary
vessels. In addition, this paper also presented the results of
the average time required for single CT image processing
in 10 folds test(showing Table 3).

Figure 6 Display of some test results

Table 3 Time required for single CT image processing in 10 folds

test

3. Conclusion

The 3D CNN pulmonary vascular detection network

(MS-CSANet) based on multi-scale attention mechanism

proposed in this paper shows a high sensitivity in the

LUNA16 data set and high accuracy in the actual detection

effects. It reduces the workload of clinicians in

smear-reading and the occurrence of false positives to a

certain extent.
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4. Discussion

Lung cancer is the most common malignant tumor of the

lung. The clinical auxiliary diagnosis of lung cancer will

first make the of original CT images into images of

mediastinal window in lung and then the pulmonary blood

vessels are observed. However, the marking of pulmonary

blood vessels is manually completed by professional

doctors, which has a large workload and is prone to errors

in segmentation. When facing huge data, professional

doctors only mark the landmark information, which will

miss many important information. The coupling of

artificial intelligence and clinical medicine undoubtedly

provides a new paradigm for solving this problem. In this

paper, a 3D CNN pulmonary vascular detection network

(MS-CSANet) based on multi-scale attention mechanism

was designed, which improved and optimized the three

stages of candidate vessel detection, false positive removal

and classification in the algorithm framework.

First of all, the part of candidate vessel detection played the

advantages of traditional UNet and ResNet, and the idea

was consistent with that of Wei Wang and others, who have

used LGE-CMR segmentation mode to decompose the

original image to obtain image data [18]. Because the core of

UNet++ network was reuse, it had higher efficiency than

traditional UNet; at the same time, the deep supervision

object of ResNet network was improved and then the

weighted loss function was introduced, which greatly

improved the algorithm performance of the detection part;

Haocong et al have confirmed that the pattern analysis

method using self supervision was highly similar to human

self-consciousness, which meant that the performance of

deep supervision had great advantages[19]. Secondly, in the

stage of removing false positives, the fusion model of

multiscale 3D convolutional neural network has played an

important role. The context information of three dimension

could provide spatial dimensional information for

autonomous learning, and the structure of the network

itself was also critical. Tingting et al.'s results have

confirmed that deep autonomous learning depended on the

space and dimension of the magnetic field when detecting

weak electromagnetic intrusion detection[20]. Finally, in the

stage of classification, different inputs chose different

network structures. The design of 3D convolutional neural

network introduced the layer structures of classical

convolutional neural networks such as ResNet, because the

actual perivascular environment was extremely complex

and the thickness of blood vessels was inconsistent.

Therefore, using some enhancement methods of special

data or designing a suitable network structure with

small-scale input may not cause partial data being

discarded. Recently, Wei et al. have developed a fusion

pattern learning system for gait analysis of patients with

depression, which not only designed a long-term memory

training model, but also used a short-term training model to

enhance the extraction of gait features of patients with

depression [21].

It is worth noting that the separation of pulmonary artery

and pulmonary vein needs to be evaluated separately in

clinic, while this article has not yet differentiated. Because

the lesions of small blood vessels being accurately

mastered plays a key role in the diagnosis of pulmonary

hypertension and other diseases. Physicians can manually

mark the pulmonary arteries for grading and then evaluate

the vascular cross-sectional area of Grades 4-5, so as to

judge whether there is pulmonary artery occlusion and

determine whether there is pulmonary hypertension.

Moreover, the early manifestations of many cardiovascular

diseases are reflected in the lesions of peripheral small
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blood vessels. It is obviously not enough to only evaluate

the cross-sectional area, and the vascular lesions affect the

changes of intravascular volume. Therefore, it will have

more important clinical significance to distinguish the type

and volume of blood vessels, even the fragile density, etc.

after three-dimensional structural reconstruction [22] of the

original CT image. If these problems can be solved in

future research, it will bring more benefits to patients with

lung cancer and cardiovascular disease.
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